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Abstract
This paper reports a novel approach for Cellulatofmata (CA) based byte error correction codes terekthe
integrated architecture of Reed-Solomon (RS) coltegeneral, reed Solomon codes are widely usedofovard
error correction codes in communication system.sBarror correction is a relatively complicated yigy field
because of the computational difficulty. In Exigtimork, they propose a unified design of reed Solordecoder
for correcting the random errors and burst errathviewer complications. In this paper, we propossiutar
Automata based byte error correction by using aptide algorithm which can correct the random ea®mwell as
burst and byte level of error detection and coroactWith these automata, the power and error ctime improves
for both the encoder and decoder can be efficianiylemented with an array of CA with high throughpThis
design is best suited for high speed memory systbmik with byte organized RAM chips. This design
methodology is so simple which can be implementedLiSI design.

Keywords: RS codes, Cellular—Automata (CA) code, erroredtion, VLSI implementation.

Introduction

Error control codes are widely used in
communication systems to protect the transmittetd da
from errors. Error control codes are classifiedoint
convolution and block codes. Reed—Solomon (RS) €ode
are linear block codes and belong to the classoof n
binary BCH codes. RS codes [1] providing the caggbi
to efficiently correct burst errors, as well as dem
errors, have been extensively used in various
communications and digital data storage systents) as
Power Line Communications (PLC), Digital Video
Broadcasting Terrestrial (DVB-T) system, Vestigial
sideband (VSB) system, cable modem, satellite and
mobile communications, magnetic recording, etc. The
general (n, k, t) RS code defined in the Galolklf{&F)
has a code length n = 2m- 1, where k denotes thieau
of m-bit message symbols. The RS code have the erro
correction capability [t = b (n - k)/2]. RS decoder
consists of five blocks, such as the syndrome
computation, the key equation solver, the Chiemcéea
algorithm, the Forney algorithm, and the error eotion.
Among these blocks, the key equation solver block
requires the highest hardware complexity and many
clock cycles to obtain the error locator and theorer
value polynomials. The Berlekamp—Massey (BM)
algorithm, the Euclid algorithm, and the modifiedcid
(ME) algorithm [9] have been used to solve the key
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equation. Various key equation solver blocks havéas
been proposed to meet real-time requirement and to
reduce hardware complexity. The Euclid algorithm
requires inversions, that is, computations of iseer
elements to find the greatest common divisor, thus,
requires either a lookup table (LUT) or efficiemtcaits

for the inversion.

For example, RS code has been used for digital
micro wave radio; this error correcting scheme sehigh
power, less hardware efficient, minimum throughant
it also increase the complexity of the system. his t
scenario, to design a low power, high throughput,
hardware efficient codec having error correcting
capability by using technique of Reed Solomon deco

In this paper, we propose cellular automata [2]
based byte error correction by using an adaptigersthm
which can correct the random errors as well astlarsr
and byte level of error detection and correctiam.this
proposed method, it improves the power, high
throughput and efficient hardware.

This work is provoked by the following two goals:

1. The first goal is to suggestivelyngaduce the
total gate count over and done with we can get the
improved throughput, latency and area.
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2. In addition to that our method alsovides a
good balance between speeds and keeps the exter pow
consumption low.

The rest of the paper is organized as follows. The
Section Il Existing Reed Solomon encoder and degode
Section 11l for proposed work cellular automatagci®m
IV for Result and conclusion, Section V for Referes
Error Control Coding

Error-control techniques[3],[4] are important in
digital communication. In several system applicatiave
find errors both in communication and in storageoEs
in transmission are mainly because of noise,
electromagnetic interferences, cross talk, and Wwahd.

In storage errors may occur because of increase in
magnetic flux as lest of magnetic disc or it canféise
change of bits because of electromagnetic intertere as

in case of DRAM. So dealing with these errors wiey
occur is the matter of concern. The primary stepois
detect the error and the following step is to ccirriée
error and reconstruction of the original data. Reed
Solomon code is one type of error control techrsque
these are block error correcting codes with widegeaof
applications in the field of digital communicatiorhese
codes are used to correct errors in devices sucDés,
DVD’s etc.., wireless communications, many digital
subscriber lines.

A set of code words used with an encoder and
decoder to detect and correct errors, or both teted
correct error accordingly error-detecting and octing
codes can be commonly well-known between random
error detecting and correcting, burst error detectnd
some codes can also be suitable for a mixture redaa
errors and burst errors.

Cellular Automata Techniques

A cellular automaton (CA) is a discrete model.
Cellular automata consists of number of cells ayeahin
a regular manner, where the state transmissionadf eell
depends on the state of its neighbours and eadh cel
consists of D flip-flop and a combinational logic
implementing the next state function is called ithie of
automata. In CA[5] there are 256 (rules) distinextrstate
functions, the next state function of the celpressed in
the form of a truth table then the decimal equintle the
output is referred to as “rule” for the cell.

An essential application of sedbyte error
correcting-double byte error detecting codes indésign
of memory subsystem has been presented in VLSI .The
VLS| system designer always prefers to have simple,
regular, modular, and cascade able structure vatial|
interconnection for reliable and high speed openatf
the circuit.

http: // www.ijesrt.com

ISSN: 2277-9655
Impact Factor: 1.852

Existing Error Correction Method

A Different error correcting techniques have
been proposed in error correction method to redbew
cubic computation complexity of the system. However
these error correction techniques are unable teesiie
errors that are occurred in the time of processingjgnal
from encoder to decoder. . The following are thevimus
methods used for error correcting are Hamming code,
Walsh — Hadamard code, Reed —Solomon code.
Existing Reed Solomon Codes
Reed Solomon Encoder. Reed Solomon (RS) codes are
viewed as a non-binary cyclic codes and it is acigpe
case of Bose-Chaudhuri-Hocquenghem (BCH) codes, RS
codes in the parameter n, k, t and any positiveget
m>2, m-bits data symbols exist for all n and keveéhn is
the total number of codeword symbol and k is thenlner
of message symbols, Reed-Solomon codes are mostly
useful for burst-error correction they are effeetifor
channels that have memory. Reed Solomon Encoder[1]
takes a block of digital data and extra redundaloity.
Encoding is a process of converting a input messdge
corresponding codeword polynomial C (z) it operaias
multiple bits rather than individual bits. A encndi
codeword that are comprised of data symbols foltbtve
parity-check symbols is given by

Pnk, "Pnk-2, ....-P1-Po)

Reed Solomon Decoder. Let c(z) denotes the
transmitted codeword polynomial and let R(z) desdle
received word polynomial .the input to the decoaled it
assumes that

R (2)=C(2)+E(2)
where, if errors have occurred during transmissibe,
error polynomial can be written as

E (Z)zlzlh YZZ|2+ ........
It is conventional to say that the error valuesYy Y.
have occurred at the error locati¥n=,'1, Xo=y'2, Xexe.IN
[6], Li Li proposed a Reformulated Inversion less Burst
Error Correction (RIBC) Algorithm and Unified Hylokri
Decoding (UHD) Architecture for correcting errors i
different work modes and the design has some cubic
computation complexity as lower throughput.
Existing CA Byte Error Correction

A Cellular Automata is an array of the same and
identical automata or cells, which help with eacheo.
The variable is either a number or a property, thic
confirms the difference between each cell and
neighbourhood represents the cells that exist ardha
specified cell. The specified cell interacts witks i
surrounding cells in every successive time inter\ide
present states of the neighbouring cell taken auoount
for the next state of each cell. Program is theofdaws
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that are incorporated and the result is changeaitus of
the state of the specified cell and the neighbaucils.

CA can be characterized by a n x n characteristic
matrix T. In CA-based double byte error correctiugle
[7], the four check bytes are generated by runningCe
for N cycles, while sequentially feeding the N infation
bytes (), where & m <(N-1).the expression for the
b" check byte can be expressed as

Co=Dnea [ T[Dnad O ... O T°MDgl
where, ®b<3 and T is the characteristic matrix of a n-
cell maximum length CA.

In decoder, the syndrome corresponding to the b
check byte, $is the computed using the expression

$=G O C, 0<b<3
where, G is the ' received check byte and G5 the i
check byte recomputed from the received information
bytes. Assume £ and E are the errors in th and
information byte, with n¥n then corresponding
syndrome equations are

$=TC[E] O TOIE]
The error magnitudes are determined using the \iatig
equation

E=T(T'[S] 0S): E=S0En

Weakness and Limitation. One weakness of the
scheme is that single byte error if" imformation byte
and double byte errors (one in"rinformation byte and
another in the last information byte) correspondsame
equation for error location identification. Assurkg is
the error in the fiinformation byte, and then syndrome
equations are

5y=T " H[Eq]; whereO<b< 3.

The scheme in can correct errors providedrgrare
confined to information or check byte only.
The scheme cannot correct if the errors are diget
both in information and check bytes.

Proposed Work
In this paper, we proposed a design of CA
Encoder and decoder

noise / error

N

communication
channel

Cellular Automata
Decoder

Cellular Automata
Encoder

Data source Data sink

Block Diagram

Figure 1. CA Block Diagram
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Encoder
An encoder is a device, circuit, transducer,

software program or algorithm that converts infatiora
from one format to another format or from one tyfe
code to another code, for the purposes of consigten
speed, secrecy, security or saving space by reglsce.

In encoder, check by, is generated by running the
CA for N cycles while sequentially feeding the N
information bytes using the expression

C=TPD,_.0O0 TH[D,_JO..0OT 9D,

Where 0< b< 3 and T is the characteristic matrix of a 8-
cell maximum length CA.
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Figure 2. CA encoder architecture

The above figure illustrates the architecture of
encoder. The encoder block is using combinatioK@R
gates and D Flip Flop depends upon the rules dfileel
automata. The 8 bit of data is given as an inpwnader
and output is taken with the check bytes namely @D,

C2, and C3. This check bytes are determined by the
Cellular Automata based rules of blocks. The foueak
bytes are generating by running blocks CA-l , CACA-
T:,CA-TH

N
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Figure 3. Internal Architecture of CA-T
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Fig 2 shows the internal architecture of CA-T havinle
vector (150, 150, 90, 150, 90, 150, 90,150). The
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architecture of CA-T? is similar to CA-T except the
connections are made by considering mafrix as a
characteristic matrix.
Decoder

The architectural design of Decoder needs four
models that are used to recover original message
information from encoded stream of data which amet s
from the encoder. Those are mentioned below

1. Syndrome generator.

2. Error location identification block.

3. Error magnitude computation block.

4. Error correction block.
Syndrome Generator. In binary segment the term
syndrome means addition of extra bits for future
reference, which helps the further more process of
decoder. In CA, The syndrome corresponding to tkteeb
check bytes; is

$=G(XOR)C,;0<b>3

Where(; is the b th received check byte afid is the b
th check byte recomputed from the received infoiomat
bytes. These are XOR-ed with the received checksbyt
C0,C1,C2,C3 respectively, to generate the syndrome
bytesS0,S1,S2,S3 Generated four syndromes arel store
four registers, which will be used to locate andect the
errors.
The decoding logic is given in the following table.

TABLE [
DEcopmG LoGic

MNumber of syndromes Deecision
Value zero | Value non-zero |
4 1] | T error
3 1 | one check byie error
2 2 rwo check bytes coor
1 o | two/more bytes error
0 4 | one/twoimore bytes error

Error Location ldentification Block. It identifies the
location of error in the syndrome. The locationnitifieer
determined by the following equation. The equatitms
identify the two error locations and determine temor
magnitudes are described as follows. Supg&sand E;
are the errors in'kand I" information bytes, then the
corresponding syndrome equations are

S -[EJ S TOE,
Where O<b< 3; i+k=Nandj+I[=N From
the four syndrome equations, error locations k= &l

I=N-j are determined using the following two eqoas.
T [S] PS=TAT[Sd ©'S)

TI[S]P S=T(T? [S ¢ S,)
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F1

—> O— P=0 indicates k™
and I'™ bytes
erroneous

Figure 4. Architecture for Error Location Identif ier
The generated syndrome are given as a input of
Error Location Identifier and The blocks CA1l, CA2A4,
CAS5 are allowed to run till number of clock cycls251
to produce the output. In other hand the point P=0
indicates the kth and 1th bytes erroneous by using
relationship k=N - i and [=N- j . If the receivedde word
has more than two errors then the output does mdbwy
for the range of i and j.

TABLE Il —Error Location Identifier Logic.

Py | Fo | Fy | Fy | Erorin Error value
1] 0 0 0 Dy Er=5
0 1 1 0| C & Dy Ep =5
T 1001 |tz&D, T, =%
[ 1 0 0 | Cs &Iy Ey = 5y
0ol 1 1 |C&Dy | E=TF'5

Fi =83 @T"Ss, Fa = S @ T%%

Fy=5@aTi5, Fy =5 &TH5,
Magnitude Computation block. The block diagram for
error magnitude calculation in case of double imfation

bytes errors
X t 8 bits s 8
CA3.T

CAI—T| lCM-T‘ Run CA2&

g 1

misth x

RunCA4 &CAS | Ca4-T

for 2 cycles '
KD

Figure 5. Architecture of Magnitude computation
In above figure .where X is a nonzero 8-bit
number. Error correction is done by XOR-ing the
erroneous bytes with error vector. From the logical
table(TABLE 1) of error location identifier, it isioted

Run CAl
for j cycles

CA3 for i
cycles E'

Enable
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that information byte error magnitude for the fifsur
types of error is equal t&,.So it is only required to design
a module for error in first check byte and any iniation
byte. The information byte error magnitude for one
information byte and first check byte error is det@med

by running CA-T for N-j cycles wittsis initial seed.

Error Correction Block. This block is used to compute
the erroneous bytes in the received bytes andriects
the errors on it. It uses multiplexers and compasafor
correcting the errors and produces the output.

Fi

B
L

Emoneous

0¥
data bytes

Multiplexer /’r‘\ Z
41 )

0 7 Decoder
al a0 output
E Magnitude ‘T 3
Clock| Mod-N ™ Comparator |
Counter
L Magnitude
Register B +— Comparatar 2

Figure 6. Architecture for Error correction

Result and Comparison

Table 3 Comparison Table

PROPOSED EXISTNG
CA CODES RS CODES
Modules Encoder Decoder Encoder] Decode
Power 33.75 33.71 57.59 57.18
GateCount 672 3104 1912 18506
Speed 1.73 2.43
Throughput 4.0 1.77

In this section we report a system with required
much less power, high throughput, hardware efficyen
and increase the power. Simultaneously it perform a
double byte error detection and correction using CA
design of the proposed (255,251) byte error carrgct
codes. CA based encoder and decoder Modules hawe be
implemented in VHDL and simulated using Modelsim
5.5f software.The design has been synthesized by
XILINIX 12.1.

Conclusion

This paper presents an improved design for the
double byte error correcting code and also it cover
different application using CA which over the dixig
method The CA based encoding and decoding scheme
for correcting and detecting double byte errorsudh a
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code is suitable for VLSI design position and snfiairtits
straightforwardness and uniformity. The basic adlla
Double byte Error Location and Double byte Error
Correction code has been designed, that are siecuéatd
synthesized by Xilinx tools.The design can be lmhic
extended to correct multiple byte errors. The Bbibf
information bit will be increased from 8 bits in251 bits
by the proposed system of Cellular Automata asd &l
increases the speed of the system by simultanewos e
correcting technique.
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